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ABSTRACT

Previously reported work [1-2] used dynamic program-
ming for demi-syllable based speaker independent recognition
of isolated words. This paper describes the use of Hidden
Markov Models (HMM) for representing the demisyllables,
with and without vector quantization of the parametric
representation of the speech signal. In a first experiment,
whole word models are obtained by concatenating segment
models in a manner equivalent to the one described in [1]. The
main advantage of the HMM approach is a reduction of both
processing time and storage requirements.

INTRODUCTION

Speaker independence in isolated word recognition can be
achieved by different methods such as speaker adaptation, the
use of multiple references for dynamic template matching or,
more recently, Hidden Markov Models (HMM). In the two
latter approaches, the training set contains utterances of each
of the words in the vocabulary by enough speakers to take
into account inter speaker variations [3]. This type of training
makes creating a new vocabulary a long and costly process.
This is not important for standard vocabularies such as
numbers, but is a problem for task specific vocabularies or
whenever the vocabulary must change in time. For these rea-
sons, an approach to speaker independence is being investi-
gated where each word in the vocabulary is represented by a
sequence of segments. Each segment must be represented by
several recordings taking into account inter speaker variations.
In previously reported work, such an approach has been
described using dynamic template matching [1-2]. Using Hid-
den Markov Models should allow to reduce the storage
requirements as well as the processing time for such a recog-
nizer. The present paper describes some experiments using
speaker independent models for words obtained by concatenat-
ing speaker independent models for segments. In order to
keep the discussion self-contained, we first recall the results of
our experiments using dynamic time warping. We then give
some background material on Hidden Markov Models. We
will then describe our current experiments and give results.
Finally we will attempt to outline future work based on these
results.

PREVIOUS RESULTS ON SEGMENT BASED
SPEECH RECOGNITION

Segments for Speech Recognition -

One of the major problems in speech recognition is how
to deal with coarticulation. The way the context influences
different phonemes is not well known and is very difficult to
handle automatically. An efficient way of dealing with phono-
logical variability is to use segments containing several
phonemes, such as diphones, syllables or demisyllables [4-5].

Whole word reference patterns can be reconstructed by
concatenating segment patterns. Note that this method requires
one dynamic time warp for each entry in the lexicon. We have
examined how this method can be used for speaker indepcn-
dent recognition.
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A different approach is based on algorithms designed for
connected word recognition using whole word templates,
yielding a "connected segments'" algorithm. The search pro-
cedure is guided by the lexicon, in the same way as syntax is
used for connected speech.

Test Corpus
The different recognizers were tested using a corpus of

35 words pronounced by 20 different speakers (10 male and
10 female). Each word was split into a sequence of segments,
yielding 87 different segments. The total corpus contains 1740
segments.

We have also picked a test vocabulary of 18 words that
can be obtained by concatenating segments belonging to the
corpus (Table I). The vocabulary is difficult : it contains
several minimal pairs such as vitre-mitre-titre. Also, the words
were chosen so that whenever possible the context for each
segment was not the same as in the word from which it had
been extracted. The test vocabulary was recorded by 10
speakers (5 male and 5 female), none of which belonged to
the original 20 speakers. The end-point detection was done
automatically.

titre mitre vitre
mité cité paté
traire traitre termite
santé sente quantité
féte fez cassette
douter divin passoire

Table I : Test Vocabulary

Construction of Whole-Word References using Segments

In this approach, whole word templates were constructed
by concatenating demisyllables, using in the same template
segments pronounced by only one speaker. The boundaries
between segments were smoothed. 5 reference templates for
each word in the vocabulary were computed from the avail-
able templates uvsing the Dynamic Clusters Algorithm and
dynamic averaging. It is also possible to construct whole
word templates by concatenating reference segments obtained
by clustering and averaging.

The number of errors was 16 (less than 9%). Directly
using words that have been obtained by concatenating refer-
ence segments yields poor performances.

Connected Segments Type Recognition

The best results obtained by this approach were 15 errors
for the 180 word test corpus (the recognition rate is approxi-
mately 92%).

HIDDEN MARKOV MODELS

In this paragraph we shall give some background infor-
mation on Hidden Markov Models (see also [6-8]). A Markov
process is a stochastic process in which the transition probabil-
ities depend only on the current state and not on past states.
More formally, a stochastic process x, is a Markov process if
for every n the probability density v(x,) has the property

v{x,, I Xyl © 7 11) =] P(I,‘ I xr‘.l.}

The use of Hidden Markov Models in speech recognition
is based on the assumption that speech is produced by an
underlying Markov process. The states themselves are not
observable, hence the name "hidden". The observed speech s,
is actually a stochastic function of the Markov process, deter-
mined by its density function fls, | x,). (Note that we assume
here that the output density depends only on the current state.)




A Hidden Markov Model M is characterized by its (finite)
number of states N, its transition matrix V and the probability
density function for the observations fis).

vy = Prob(x,=j | x,; = i)
JLs) = fis, 1 x, = d)

Speech recognition using the Hidden Markov Model tech-
nique consists of two phases : training and recognition. During
the training phase, we must compute a model for each word
(or segment) in the vocabulary. This is usually done by finding
the transition matrix v and density functions f4s) which max-
imize the a-posteriori probability of producing the training
utterances. Recognition is performed by choosing the word
whose model most likely produced the test utterance.

EXPERIMENT 1

A first experiment using HMM’s has been conducted. In
this experiment, HMM’s were obtained for each segment in
the data-base. A HMM was then computed for each word in
the test vocabulary by concatenating segment models. These
models were then used for recognizing the test utterances. This
procedure is very similar to the experiment using dynamic-
time warping and whole word templates obtained by concate-
nation. An important difference is that only one model was
computed for each word instead of five references in the pre-
vious system. In this experiment, vector quantization has been
used. Therefore the observations all belong to a finite diction-
ary so the probability densities f(s) are discrete. The number of
elements in the dictionary was 64. Increasing the size of the
dictionary did not improve the recognition. The dictionary was
obtained using the dynamic clusters algorithm on the set of
reference segments that had been computed in our previous
experiments.

The HMM for each segment has two states. The transi-
tion matrix is a 2x2 lower triangular matrix of the form

i

The model for each segment is obtained with the
Forward-Backward algorithm. The model for each word is
obtained by concatenating the segment models. The second
column of each segment transition matrix is replaced by the
column-vector

%]
1=

where a has experimentally been tuned to 0.5. This yields a
transition matrix of the form

[

v a 0 0 0 0
I-v; - 0 0 0 0
0 0 vy 0 0
0 0 19 1-a 0 0
0 0 0 0 vy o
0 0

The recognition is then performed with the Viterbi algorithm.




EXPERIMENT 2

In this experiment no vector quantization was used. The
probability densities fi(s) were assumed to be normal, with
diagonal covariance matrices. This is only an initial experi-
ment, since it is known that gaussian mixtures should give
better results [9]. The main differences with the previous
experiment concern the training procedure where new esti-
mates for the means and for the covariance matrices are com-
puted instead of recording the probability of each symbol in
the finite alphabet. See [8] for more information on this com-
putation,

RESULTS

The number of errors obtained with dynamic program-
ming, no vector quantization and 5 references for each word
was 16 ; with vector quantization the system tested yielded 21
errors. The number of recognition errors in the first experi-
ment was 27. This is approximately 25% more errors than the
experiment using dynamic time warping. The number of errors
for the second experiment was 30. These rather poor results
are probably due to the initial guesses used to start the
Forward-Backward algorithm. This issue will be investigated.

FUTURE WORK

Better probability densities, such as gaussian mixtures
will be used for the continuous density HMM'’s. This should
greatly improve the performances of our system.

The connected segments algorithm used in our previous
experiments will also be redesigned to use the hidden Markov
models for segments, in a manner similar to the connected-
word approach described in [10]. We believe this should also
improve the recognition scores.
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